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Today's plan
• Interactive - please participate!

• Raise hand or just speak up
• NERSC User Slack (link in chat), #webinars channel

• Agenda:
• Win-of-the-month
• Today-I-learned
• Announcements/CFPs
• Topic of the day: TODO
• Coming meetings: topic suggestions/requests?
• Last month's numbers

https://join.slack.com/t/nerscusers/shared_invite/zt-eyfakhuo-BCeeQdvsi4ylrUNHtGvqDA


Win of the month

Show off an achievement, or shout out someone else's achievement, e.g.:

• Had a paper accepted
• Solved a bug
• A scientific achievement (maybe candidate for Science highlight, or High 

Impact Scientific Achievement award)
• An Innovative Use of High Performance Computing (also a candidate for an 

award) (https://www.nersc.gov/science/nersc-hpc-achievement-awards/)

Please let us know of award-worthy work from you or your colleagues - tell us what 
you did, and what was the key insight?

https://www.nersc.gov/science/nersc-hpc-achievement-awards/


Today I learned

What surprised you that might benefit other users to hear about?

(and might help NERSC identify documentation improvements!)

Eg:

• Something you got stuck on, hit a dead end, or turned out to be wrong about
• Give others the benefit of your experience!
• Opportunity to improve NERSC documentation

• A tip for using NERSC 
• Something you learned that might benefit other NERSC users

"If we knew what it was we were doing, it would not be called research, would it?" - 
Einstein



Announcements and CFPs
See weekly email for these and more:

● Allocation reduction dates this year will be May 4 and September 7, 2021.

Training Events:
● Learn to Use MANA Transparent Checkpointing Tool on May 7
● Sign Up for Timemory ECP Tutorial (April 19 & 26 ) to Simplify Monitoring Your Application

Maintenance:
● 04/21/21 07:00-20:00 PDT, Scheduled Maintenance

● HPSS Archive Maintenance April 11-16 (Sun-Thur); All Data in Archive Unavailable for 
Duration



Topic of the day: 
2020 in Review: NERSC's Annual Report



What does NERSC actually do with these?

• Annual survey
• Post-ticket survey
• Nominations for:

• HPC Achievement awards
• Science highlights

Today:
• Why we collect it
• How we use it
• How you can help improve NERSC's support for your needs



NERSC's immediate stakeholder

… is the DOE Office of Science

What do they want?

• To know that what NERSC provides is helping its users to 
further DOE research goals

Our annual report is an important artifact for demonstrating this.
https://www.nersc.gov/news-publications/publications-reports/nersc-annual-reports/ 

https://www.nersc.gov/news-publications/publications-reports/nersc-annual-reports/


What can NERSC do?

NERSC has, broadly, 2 tools for satisfying our immediate stakeholder:

1. Find out what our users have achieved and showcase it

2. Find out what is impeding our users' progress and make corresponding 
improvements



1. Counting publications
(more publications == more evidence that 
DOE investment in NERSC is reaping 
dividends)

How you can help:
Citing NERSC helps us to find your publications via online search
https://www.nersc.gov/users/accounts/user-accounts/acknowledge-nersc/ 

Showcasing User Achievements

https://www.nersc.gov/users/accounts/user-accounts/acknowledge-nersc/


Showcasing User Achievements

2. Science Highlights, vignettes, 
achievement awards
(Significant achievements to be 
highlighted)

How you can help:
Nominate work! Your own or 
somebody else's

https://www.nersc.gov/science/science-highlight-submit/ 

https://www.nersc.gov/science/science-highlight-submit/


Seeking and acting on user feedback

NERSC Annual Survey

Expert analysis of scored 
and text questions help 
us identify what is 
working and what to 
improve

How you can help:

Participate in the survey!

And if something isn't 
working well, tell us what 
and why



Identified pain points

How you can help:

Queue wait times
● Resource constraint, hard to avoid
● NERSC works to improve system utilization so 

that compute cycles are not wasted

● Showcase your work
● Shorter, wider jobs
● Try flex jobs and checkpointing to work 

with the scheduler

Documentation
● Detailed but complex, challenging for new users
● Documentation improvements and "NERSC 101" 

consulting appointments

● Join the effort! 
● NERSC docs are 

a public gitlab 
repo

Downtimes
● Disruptive, especially with no second system to 

use during scheduled maintenance
● Perlmutter is expected to have less-disruptive 

maintenance

● Prepare for Perlmutter
You can request access to Cori's GPU 
nodes development system at 
https://help.nersc.gov 

https://help.nersc.gov


Other parts of the annual report

• Operational metrics (eg "Last month's numbers", expanded)
• Innovative work to improve NERSC operations and usability

Ultimately, NERSC is reviewed based on how well it supports the success of our users.

So you can help NERSC by:

• Making your successes known
• Citing NERSC and nominating work for science highlights and awards all helps

• Letting us know what works well, and what poses difficulties
• The annual survey and ticket system are good mediums

Past reports, and (soon) the 2020 report, can be found at 
https://www.nersc.gov/news-publications/publications-reports/nersc-annual-reports/ 

https://www.nersc.gov/news-publications/publications-reports/nersc-annual-reports/


Q&A / Discussion



Coming up

Topic requests/suggestions?
• Eg: Perlmutter overview (non-GPU)?***
• GPU porting guide?

We'd love to hear some lightning talks from NERSC users about the research 
you use NERSC for!



Last month's numbers - March

Scheduled and overall availability:

Cori: 1 outage (Monthly scheduled maintenance)

Scheduled Overall
Cori 100% 98.0%

HPSS 100% 98.5%
 CFS 100% 100%

Scheduled 
maintenance



Last month's numbers - March

Cori Utilization: 91.3%* 

Large jobs: 40.8%

New Tickets: 618

Closed Tickets: 670

Backlog at 1 Apr: 519

* Draining the nodes to run large jobs may have reduced overall utilization 
compared to recent months



Thank You


